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Abstract

In this paper a comparative study on the treatment of the turbulent heat fluxes with the elliptic-blending second-moment closure for
natural convection flows is presented. Three different cases for treating the turbulent heat fluxes are considered. Those are the generalized
gradient diffusion hypothesis (GGDH), the algebraic flux model (AFM) and the differential flux model (DFM). These models are imple-
mented in a computer code especially designed for an evaluation of turbulent models. Calculations are performed for turbulent natural
convection flows in an 1:5 rectangular cavity (Ra = 4.3 � 1010) and in a square cavity with conducting top and bottom walls
(Ra = 1.58 � 109). The calculated results are compared with the available experimental data. The results show that the GGDH,
AFM and DFM models produce sufficiently accurate solutions for the turbulent natural convection in an 1:5 rectangular cavity where
the strength of the thermal stratification is weak in a central region of the cavity. However, the GGDH model produces very erroneous
solutions for the turbulent natural convection in a square cavity with conducting walls where the Rayleigh number is relatively small and
the thermally stratified region is dominant. The AFM and DFM produce very accurate solutions for both cases without invoking any
numerical problems.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Accurate prediction of a natural convection is very
important for investigating a fluid flow and heat transfer
in various nuclear engineering applications such as the pas-
sive heat removal system of a liquid metal nuclear reactor.
Until now the experimental data for the heat transfer coef-
ficient of a natural convection in the passive heat removal
system of a liquid metal nuclear reactor is very limited.
Since the heat transfer coefficient depends on the geometry
and the hydraulic and thermal conditions, it is more useful
to evaluate the available turbulence models through an
0017-9310/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.
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application to benchmark problems and to calculate the
practical problems using the best turbulence model.

For natural convection flows, there exist little experi-
mental data to test turbulence models, mainly due to exper-
imental difficulties. It is still difficult to measure the
turbulent heat fluxes and the low velocities accurately
and to achieve the ideal adiabatic condition. The experi-
mental data by Tsuji and Nagano [1] for a heated vertical
flat plate, by King [2] and Cheesewright et al. [3] for a rect-
angular cavity, by Betts and Bokhari [4] for a vertical tall
cavity, by Tian and Karayiannis [5] and Ampofo and
Karayiannis [6] for a square cavity are examples of exper-
imental data which have been used by many authors to test
turbulence models and to validate their computer codes.
The Large eddy Simulation (LES) by Peng and Davidson
[7] for a natural convection in a square cavity for the exper-
iment by Tian and Karayiannis [8] and by Kenjeres and
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Hanjalic [9] for Rayleigh–Benard flow and the Direct
Numerical Simulation (DNS) by Boudjemadi et al. [10],
by Versteegh and Nieuwstadt [11] and by Worner and
Grotzbach [12] are examples of the LES and DNS studies
reported in the literatures. Most works in the literature
employ the RANS (Reynolds Averaged Navier-Stokes)
equation approach. In the RANS equation approach, the
choice of a turbulence model is crucial, as it directly affects
the accuracy of the solutions. However, the turbulence
modeling of a natural convection is still difficult and the
rationale for the difficulties is well explained in Hanjalic
[13] and Dol et al. [14].

The earlier computations of natural convection were
done by the standard k–e model with wall function method.
The examples of these calculations are due to Kuyper et al.
[15], Ozoe et al. [16], Markatos and Pericleous [17], Afrid
and Zebib [18] and Henkes and Hoogendoorn [19]. The dif-
ficulty of computation of turbulent natural convection by
the conventional k–e model with wall function method is
the validity of the wall functions, which are based on the
local equilibrium logarithmic velocity and temperature
assumptions. The logarithmic wall functions were origi-
nally derived for the forced convection flows and do not
hold for natural convection boundary layers. Due to this
problem, many previous authors used the low-Reynolds-
number turbulence models for the computation of natural
convection problems, for example, Henkes et al. [20], Hein-
del et al. [21], Cha and Hsu [22], Sharif and Liu [23], David-
son [24], Inagaki and Komori [25] and Hsieh and Lien [26].
The works using the k–x model have been done by Peng
and Davidson [27] and Aounallah et al. [28].

The other difficulty in predicting the turbulent natural
convection is the treatment of the turbulent heat fluxes. If
one does not use the differential heat flux model, a proper
way of treating the turbulent heat fluxes should be sought.
All of the works reported above ([15–28]) used a simple
gradient diffusion hypothesis (SGDH hereafter) in treating
the turbulent heat fluxes. Ince and Launder [29] explained
that the SGDH is not a proper way of treating the turbu-
lent heat fluxes and proposed a generalized gradient diffu-
sion hypothesis (GGDH hereafter). However, Kenjeres
[30] has shown that the algebraic flux model (AFM hereaf-
ter) developed by Kenjeres and Hanjalic [31] results in bet-
ter solutions than the GGDH for a stratified turbulent
natural convection in enclosures. A good feature of the
AFM developed by Kenjeres and Hanjalic [31] is its sim-
plicity, it requires only one additional solution of the trans-
port equation for a temperature variance. The main
difference between the AFM and the GGDH is the inclu-
sion of the temperature variance term in the algebraic
expression of the turbulent heat fluxes. The use of the alge-
braic heat flux model is attractive due to its simplicity of
implementation and high performance. The algebraic flux
model was used by Kenjeres [30], Choi et al. [32] and by
Liu and Wen [33]. Liu and Wen [33] included the damping
functions and wall reflection terms in the algebraic repre-
sentation of the turbulent heat fluxes, however, their solu-
tions of the mean temperature and vertical velocity are not
better than those by Kenjeres [30] or Choi et al. [32] who
used the much simpler algebraic heat flux model by Kenj-
eres and Hanjalic [31].

It can be commonly accepted that the use of the second-
moment closure may result in better solutions for natural
convections in enclosures, however, the second-moment
modeling of a natural convection requires the modeling
of various terms in the transport equations for the turbu-
lent heat flux vector, the temperature variance and the dis-
sipation rate of the temperature variance, and its use in
practical engineering problems is still questionable due to
its complexity and demand of high computer resources.
The near wall second-moment closures applied to the anal-
ysis of the turbulent natural convection in enclosures are
rarely seen in the literatures and the examples using the sec-
ond-moment closure are the works by Peeters and Henkes
[34], Dol and Hanjalic [35] and Choi et al. [36].

It is also noted that the implementation of the wall
reflection terms in the general purpose code that can handle
the complex geometries is very difficult. This difficulty is
due to the existence of wall related parameters such as
the wall normal vector and the wall shear stress at the near-
est wall from the calculation point, and the difficulty is not
due to the solution method for the transport equations for
the Reynolds stresses or turbulent heat fluxes. If the wall
related parameters are included in the algebraic expression
of the turbulent heat fluxes or Reynolds stresses, there is no
advantage in introducing the algebraic stress model or
AFM over the differential stress and flux model. The turbu-
lence model free from the wall related parameters is the
elliptic-blending model by Thielen et al. [37]. Recently Choi
and Kim [38] obtained numerical solutions for a natural
convection in an 1:5 rectangular cavity experimented by
King [2] using the elliptic-blending model (EBM hereafter)
by Thielen et al. [37], and showed that the solution by the
EBM is superior to those by the two-equation models. It
may be due to the fact that the EBM accurately calculates
the Reynolds stresses when compared with the two-equa-
tion models which does not. Shin et al. [39] developed a dif-
ferential flux model (DFM hereafter) with the EBM where
the differential equations are solved for the turbulent heat
fluxes.

The primary objective of the present study is to evaluate
the GGDH, AFM and DFM with the EBM for the natural
convection flows in rectangular and square cavities with
different Rayleigh numbers. The experimental data used
to evaluate the turbulence models are those by King [2]
for an 1:5 rectangular cavity (Ra = 4.3 � 1010) and those
by Ampofo and Karayiannis [6] for a square cavity with
conducting walls (Ra = 1.58 � 109). Peng and Davidson
[7] performed an LES for the experiment by Ampofo and
Karayiannis [6]. Even though the Rayleigh number differs
by one order of a magnitude only, the flow features are
quite different. The flow is a simple shear dominant flow
in the experiment by King [2], however, in the experiment
by Ampofo and Karayiannis [6] the boundary layer is thin
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and about 90% of the flow is stagnant and stratified. Thus,
the experiment by Ampofo and Karayiannis [6] may pro-
vide a critical experimental data for an evaluation of turbu-
lence models. In the present study the mathematical
formulation for each treatment is presented and the calcu-
lated results are compared with the experimental data to
evaluate each treatment of the turbulent heat fluxes.
2. Governing equations

The ensemble-averaged governing equations for a con-
servation of the mass, momentum, energy and turbulent
quantities for the elliptic-blending second-moment closure
by Thielen et al. [37] can be written as follows:
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3. Treatment of turbulent heat fluxes

3.1. Simple gradient diffusion hypothesis (SGDH)

In the SGDH, the turbulent heat fluxes (huj) in Eq. (3)
are treated by the following equation.
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In this equation, Prt = 0.9 is the turbulent Prandtl number
and Cl = 0.09. It is well known that this assumption is not
adequate for a natural convection even though it is used
widely for forced convection flows. Thus, this assumption
is not employed in the present study. Interested readers
can refer to Kenjeres et al. [40] for its performance for a
natural convection with the elliptic relaxation model.

3.2. Generalized gradient diffusion hypothesis (GGDH)

In the GGDH, the turbulent heat fluxes (huj) in Eq. (3)
are given by the following equation.
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k
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The value of the constant, Ch = 0.3, is given in Thielen
et al. [37]. As shown in the above equation, the accuracy



Fig. 1. A schematic picture of the 5:1 rectangular cavity.
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of this assumption depends on the accuracy of the com-
puted Reynolds stresses. For a natural convection, Ince
and Launder [29] and Choi and Kim [38] used the GGDH
and it is well known that this assumption is not adequate
for a natural convection with a strong stratification.

3.3. Algebraic flux model (AFM)

In the AFM the turbulent heat fluxes are computed by
the following algebraic equation:
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In the present study the values of the constants are given as
Ch = 0.2, g = 0.6, n = 0.6. When compared with the
GGDH model, the last term with a temperature variance
has a positive effect on Gk and it prevents Gk from being
too negative a value. This effect stabilizes the overall solu-
tion process, especially for strongly stratified flows.

3.4. Differential flux model (DFM)

Shin et al. [39] proposed the following differential equa-
tions for the turbulent heat fluxes.
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This model has not been tested for natural convection flows
and thus it will be tested in the present study.

4. Adjustment of turbulence model constants

The original EBM by Thielen et al. [37] has been used
for the calculation of the King’s experiment by Choi and
Kim [38]. In this study only the model constant CL has
been changed from CL = 0.161 to CL = 0.145. According
to our numerical experiment, the model constants in Thie-
len et al. [37] only work well for the GGDH. However, it
does not produce accurate solutions with the AFM and
DFM, and thus, an adjustment of the constants in the
EBM by Thielen et al. [37] has been performed through
several numerical calculations. The following constants
are adjusted for the AFM and DFM.

Ce1 ¼ 1:44 1þ 0:1
ðP k þ GkÞ

e

� �
; Ce2 ¼ 1:92;

Cg ¼ 50: ð31Þ

We also adjusted the constant, CL, and it was dependent on
the flow conditions and turbulence models. For King’s
experiment it was CL = 0.13 for the AFM and CL = 0.15
for the DFM. For Ampofo’s experiment it was CL = 0.16
for the AFM and CL = 0.18 for the DFM. It is worth while
mentioning here that we could not obtain an accurate solu-
tion when we used the Ce1 by Eq. (18) for the AFM and the
DFM, and the Eq. (18) only works well for the GGDH.
5. Boundary conditions

For the boundary conditions at the wall, a no slip
boundary condition is imposed for the velocity compo-
nents and isothermal and adiabatic wall boundary condi-
tions are imposed for the temperature. The Reynolds
stresses and the temperature variance are zero at the wall.
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6. Numerical methods

The turbulence models considered in the present study
are implemented in the computer code especially designed
for the evaluation of turbulence models. The computer
code employs the non-staggered grid arrangement and
Fig. 2. Grid independency test for the King’s experiment, (a) vertical
velocity profiles at y/H = 0.5, (b) local Nusselt number profiles at hot wall.
the SIMPLE algorithm by Patankar [41] for the pres-
sure–velocity coupling. The second-order bounded HLPA
scheme by Zhu [42], which is the same as the Van-Leer’s
CLAM scheme [43], is used for treating the convection
terms for all the computed variables.
7. Results and discussion

7.1. Natural convection in a rectangular cavity

The first test problem considered in the present study is
a natural convection of air in a rectangular cavity with an
aspect ratio of 1:5 as shown in Fig. 1. The height of the cav-
ity is H = 2.5 m, the width of the cavity is L = 0.5 m and
the temperature difference between the hot and cold walls
Fig. 3. Mean vertical velocity profiles at y/H = 0.5, (a) near the hot wall,
(b) total view.
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is 45.8 �K. The Rayleigh number based on the height of the
cavity is Ra = 4.3 � 1010 and the Prandtl number is
Pr = 0.71. King [2] has carried out extensive measurements
for this problem and his experimental data is reported in
King [2] and Cheesewright et al. [3]. The experimental data
by King [2] contains a problem in that the top wall is not
fully insulated. This makes the turbulence level near the
hot wall high and that near the cold wall low, and this
affects the distribution of the turbulence quantities in all
the solution domain. Such a deficiency will be shown
clearly for the distribution of the Reynolds shear stress at
y/H = 0.5. However, it is not easy to avoid such an exper-
imental difficulty. In order to check the grid independency
of the solution, calculations are performed using three dif-
Fig. 4. Vertical velocity fluctuation profiles at y/H = 0.5.

Fig. 5. Reynolds shear stress profiles at y/H = 0.5.
ferent grids, 62 � 92, 82 � 102 and 102 � 152. Fig. 2 shows
that the present solutions are grid independent. The solu-
tion given in the following plots are that by the finer grid
(102 � 152). The first grid point from the wall is x+ = 0.1
for all AFM, DFM and GGDH models.

We first compared the predicted results with the mea-
sured data reported in Cheesewright et al. [3] for the verti-
cal mean velocity at a mid-height (y/H = 0.5) of the cavity.
Fig. 3 show the comparison of the predicted results with
the measured data for the vertical velocity component at
y/H = 0.5. As shown in the figures, the agreement between
the measured data and the predictions by the GGDH,
AFM and DFM models are fairly good although a small
difference exists. The GGDH solution here is that by Choi
and Kim [38]. This figure shows that the GGDH model
Fig. 6. Turbulent heat fluxes profiles at y/H = 0.5, (a) horizontal
turbulent heat flux hu, (b) vertical turbulent heat flux hv.
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predicts the mean vertical velocity fairly well for this simple
shear dominant flow without a strong stratification.

Fig. 4 shows the comparison of the predicted vertical
velocity fluctuation at a mid-height (y/H = 0.5) with the
experimental data. The GGDH, AFM and DFM over-pre-
dict it in the near wall region. The experimental data shows
a symmetric profile, however, when one considers the insuf-
ficient insulation problem at the top wall, the profile near
the hot wall is not a correct one. Therefore, the magnitude
of the experimental data near the hot wall should be
greater than that near the cold wall. We observed that
the predictions follow the trend of the measured data well
except for the central region of the cavity where the flow is
Fig. 7. Wall shear stress distribution along the vertical wall.

Fig. 8. Local Nusselt number distribution along the vertical wall.
weakly stratified. The prediction by GGDH shows that the
vertical velocity fluctuation is nearly zero at the central
region of the cavity even in this weakly stratified region,
while AFM and DFM avoid this problem. As mentioned
before, it is due to the fact that a gravity term with a tem-
perature variance exists in the algebraic (AFM) or differen-
tial (DFM) formulations of the turbulent heat fluxes. We
can conjecture that the GGDH model may invoke a
numerical stability problem when it is applied to flows with
a strong stratification. Fig. 5 shows the profiles of the pre-
dicted Reynolds shear stress uv at a mid-plane (y/H = 0.5)
of the cavity together with the measured data. The GGDH,
AFM and DFM models slightly under-predict the uv near
the hot wall and over-predict it near the cold wall due to
the insufficient insulation problem at the top wall. The per-
formances of the three models for the prediction of uv are
nearly the same.

Fig. 6 shows the profiles of the predicted horizontal and
vertical turbulent heat fluxes, hv and hu, at a mid-plane (y/
H = 0.5) of the cavity with the measured data. It is noted
that the vertical turbulent heat flux vector hv plays a very
important role in the dynamics of the turbulent kinetic
energy in the buoyant turbulent flows and it directly influ-
ences the overall prediction of all the quantities. It is noted
that the AFM and DFM contain all the temperature and
mean velocity gradients together with a correlation
between the gravity vector and temperature variance. The
three models predict the horizontal turbulent heat flux hu
fairly well. The GGDH model under-predicts the vertical
turbulent heat flux hv near the hot wall while the DFM
slightly over-predicts it. The AFM predicts best the vertical
turbulent heat flux near the hot wall region.
Fig. 9. A schematic picture of the square cavity with conducting walls.
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Figs. 7 and 8 show the comparisons of the predicted
results with the measured data for the wall shear stress
and the local Nusselt number at the hot wall reported in
King [2]. The three models predict the wall shear stress
and local Nusselt number at the hot wall very well and
the smooth laminar to turbulent transition at the lower
portion of the hot wall observed in the experimental data
is also predicted well.
7.2. Natural convection in a square cavity with conducting

walls

The second test problem is the experiment conducted by
Ampofo and Karayiannis [6]. This test problem is a natural
convection of air in a square cavity with two isothermal
side walls and two conducting walls at the top and bottom
Fig. 10. Grid independency test for the Ampofo’s experiment, (a) vertical
velocity profiles at y/H = 0.5, (b) local Nusselt number profiles at hot wall.
as shown in Fig. 9. The height of the cavity is H = 0.75 m
and the temperature difference between the hot and cold
walls is 40 �K. The Rayleigh number based on the height
of the cavity is Ra = 1.58 � 109 and the Prandtl number
is Pr = 0.71. The detailed experimental data is tabulated
in Ampofo and Karayinnis [6]. The top and bottom walls
are conducting walls and the boundary conditions for the
temperature for these walls are specified by using the data
given in Ampofo and Karayinnis [6]. The experiment con-
ducted by Ampofo and Karayiannis [6] for a square cavity
is the most challenging case for an evaluation of turbulence
models. The turbulence level in the central region is very
low, and the flow is stagnant and thermally stratified.
The boundary layer is thin and the turbulence intensity
level is low. The LES solution by Peng and Davidson [7]
is available for this flow and it is compared with the present
Fig. 11. Mean vertical velocity profiles at y/H = 0.5, (a) near the hot wall,
(b) total view.
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predictions. The subgrid-scale model used in this calcula-
tion is the Smagorinsky model [44] incorporated into
dynamic procedure. The grid independency of solutions is
also checked for this flow. Calculations are performed
using three different grids, 82 � 82, 102 � 102 and 152 �
152. Fig. 10 shows that the present solutions are grid inde-
pendent. The first grid point from the wall is x+ = 0.135 for
both AFM and DFM models.

We first compared the predicted results with the mea-
sured data reported in Ampofo and Karayinnis [6] for
the vertical mean velocity. Fig. 11 show the comparisons
of the predicted results with the measured data for the ver-
tical velocity component at a mid-height (y/H = 0.5) of the
cavity. As shown in the figure, the agreement between the
measured data and the predictions by the AFM and
Fig. 12. Vertical and horizontal velocity fluctuation profiles at y/H = 0.5,
(a) vertical velocity fluctuation, (b) horizontal velocity fluctuation.
DFM models is very good and follows the trend of the
measured data. However, we can observe that the solution
by the GGDH model looks like laminar solution and devi-
ates much from the experimental data. As shown before,
Choi and Kim [38] predicts accurate solutions for a simple
shear dominant flow within the 1:5 rectangular cavity using
the GGDH model, however, this model predicts a very
poor solution or invokes a numerical oscillation when
applied to a flow with a relatively strong stratification like
the present problem. Due to this reason we did not perform
an adjustment of the turbulence model constants for the
GGDH for this problem. We can observe that the predic-
tions by the AFM and DFM turbulence models are as
good as the LES solution.
Fig. 13. Reynolds shear stress uv profiles at y/H = 0.5.

Fig. 14. Horizontal centerline temperature profiles at y/H = 0.5.



Fig. 15. Vertical centerline temperature profiles at x/L = 0.5.

Fig. 16. Local Nusselt number distributions along the hot and bottom
walls, (a) hot wall, (b) bottom wall.
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Figs. 12 and 13 show the comparisons of the predicted
results with the measured data for the turbulent quantities
such as the horizontal and vertical velocity fluctuations and
the Reynolds shear stress at a vertical mid-plane of the cav-
ity (y/H = 0.5). Figs. 12 and 13 show that the predictions
by the AFM and DFM agree well with the measured data
although the DFM slightly over-predicts the vertical veloc-
ity fluctuation. It is not understood why the LES calcula-
tion by Peng and Davidson [7] under-predicts the
turbulent quantities.

Figs. 14 and 15 show the comparisons of the predicted
results with the measured data for the mean temperature
at a mid-height (y/H = 0.5) and at a mid-width (x/
L = 0.5) of the cavity. No real differences among the mod-
els for the horizontal temperature distribution at a mid-
plane (y/H = 0.5) exist. In the vertical direction, the
AFM and DFM models slightly under-predict it near the
bottom wall and over-predict it near the top wall, while
the LES predicts it accurately.

Fig. 16 shows the predicted results for the local Nusselt
number at the hot and bottom walls together with the mea-
sured data. It is observed that the DFM model slightly
over-predicts the local Nusselt number at the hot and bot-
tom walls, while the AFM rather accurately predicts the
local Nusselt number at the hot and bottom walls. It is
noted that the predictions of the local Nusselt number at
the hot wall by the AFM and DFM show a smooth transi-
tion which was not observed in the experimental data and
LES solution. The AFM predicts the Nusselt number as
accurately as the LES solution.
8. Conclusions

The treatment of turbulent heat fluxes with the EBM is
tested for a turbulent natural convection in a rectangular
cavity and in a square cavity with different geometries
and Rayleigh numbers. The performances of the turbu-
lence models are investigated through comparisons with
the available experimental data. The following conclusions
are drawn from the present study:

(1) In general the performances of the AFM and DFM
for a prediction of the mean vertical velocity compo-
nent and temperature, thereby the wall shear stress
and the Nusselt number, were similar, and the verti-
cal turbulent quantities were slightly better predicted
by the AFM. Since the DFM needs computation of
two more transport equations for the turbulent heat
fluxes in the two-dimensional situation, the DFM
needs a more computational time even though it is
not so grave. The more important problem is that a
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more accurate modeling of transport equations for
turbulent heat fluxes is needed. Thus, the AFM is a
better choice at the present time, especially in the
three-dimensional situation.

(2) The GGDH only predicts an accurate solution for a
simple shear dominant flow, however, the model pre-
dicts very poor solutions or invokes a numerical oscil-
lation when applied to a flow with a strong
stratification.

(3) The LES predicts the mean vertical velocity compo-
nent and temperature, thereby the Nusselt number,
better than the AFM and DFM. However, it predicts
a poor solution for the turbulent quantities. This dis-
crepancy is not clearly understood at present.

When one considers the fact that the wall related param-
eters, which hinder an implementation of the models in the
general purpose commercial codes, do not exist in the EBM
and its performance with the AFM or DFM is very good,
the use of the EBM for a turbulent natural convection is
highly recommended.
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